Abstract: In this presentation a methodology is suggested for site assessment and site selection based in a data analysis framework. This framework consists in tree steeps using different data analysis methods from cluster analysis, classification trees and regression analysis. The different variables selected in all the models used for the three steeps are compared and the spatial analysis data importance in site assessment is evaluated. For variable importance several measures can be used. In this text we use the discriminant power for the selection of profiling variables and a precision index for classification trees. Dominance analysis is used for the multiple regression models in the forecasting procedure. The advantage of this technique over other techniques as the standardized coefficients is that it overcomes some limitations of stepwise regression. The different measures of variable importance result in a clear pattern for the relevance of spatial analysis variables, being only dominated by the “trade area”. So, spatial analysis resulting variables are of special importance in site assessment studies and the delimitation method used for their calculation is relevant in their usefulness.
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1. Data in Site Assessment
For site assessment and site selection decisions for chain supermarkets a suitable data framework is suggested where the data is classified in three groups namely: location and outlet attributes, influence area characterization and clients’ characteristics. This empirical framework is intended for outlet and site evaluation of small to medium dimension outlets belonging to a retail chain, and is based in the authors’ experience and in an extensive literature review, and was already presented and analysed in Mendes and Cardoso (2005). The theoretical importance of demographic data (census data) and other spatial analysis data (competitive and geographical data) is clear from that framework. Only the outlet size, outlet configuration and client characteristics are not covered by this type of data. But, for chain outlets the outlet configuration, and in some way the outlet trade area, tends to be very similar inside the chain, and the clients’ characteristics can only be used in the cluster formation as they can not be used for forecasting proposes. In classification trees and regression analysis only mystery shopping and spatial analysis data can be used, and this data evaluates different aspects of store location assessment.

This data is used in a site assessment methodology by new store sales forecast models using data analysis methods as linear regression, cluster analysis and logical discriminants or classification trees. The method starts by the definition of analogue groups of existent outlets and their careful characterization. Subsequently, several alternative prepositional rules are induced by the identification of variables capable to discriminate among the different analogue groups. The objective is to classify a new potential site to one of the previous identified analogue outlet group. The last steep uses a linear regression model for new site sales forecast, which includes several predictors and dummy variables for the analogue group. In the Figure 1 a schema explains the entire process.
A large number of variables were collected in order to account for the diversity of attributes that may influence outlets performance evaluation, and so, should be included in model estimation. This diversity of data is considered essential in data analysis methods. The data collection phase in the project was very time consuming and concerned several different techniques enumerated and explained in a previous work (Mendes and Cardoso, 2005). Of the fusion of all data collection procedures, a total of several hundred variables were obtained, measured in all kind of scales, and covering all the aspects in the variable framework for outlet location and site assessment.

A large number of quantitative variables are available from the national geographical base of census 2001 data. This is high quality demographic data, accessible in several disaggregation degrees, and ready to use in a Geographical Information System. To include this data in point studies as is the case of outlets, influence areas must be defined along with criteria for geospatial intersection between these areas and the demographic areas. Besides the calculation of demographic variables, influence areas are equally very useful for the definition of competitive pressure variables.

In the present case, Shortest Paths Algorithms (SPA) and multiplicative weighted Voronoi diagrams, first (MWVD) and second order (O2MWVD), were applied (Figure 2). The latter method allows, simultaneously, incorporating the outlet attractivity and the competition in the outlet proximities and is independent of any street network and frequently inaccurate average velocity data by street fragment (Boots and South, 1997). A data base with the location of more than 1300 grocery outlets in Portugal was necessary for the method implementation. This data was collected in coordination with the mystery shopping program and by recording GPS coordinates outside the outlets door. This GPS coordinates and the mystery shopping data were loaded in a Geographical Information System.

The calculation of demographic and competition variables also included the spatial intersection of those influence areas with the administrative limits of the statistical sections with associated demographic data. For the aggregation of the values of the several resulting polygons two different methods can be used. Authors as Cowen et al. (2000) and McMullin (2000) use the fraction of the statistical section covered by the influence area as weight in a weighted average. This procedure corresponds to the idea of uniform distribution of the data in the statistical section. Another available alternative consists of
using the same weight in an inclusion decision rule for the statistical section. In this work, the 50% limit value is used to include statistical sections with higher fractions area covered, and to exclude sections with lower fractions. This method has the disadvantage of distorting the original influence areas (compare shaded areas with influence area polygons in Figure 2), and the major advantage of adjusting the boundaries of the influence area to the boundaries of the statistical sections, which can be more appropriate as the statistical sections are defined considering geographical barriers.

Figure 2. Shortest path polygons (left) and multiplicative weighted Voronoi diagrams, first (centre) and second order (right), examples. (Stores as points and influence areas in grey. Road network in grey).

With the objective of comparing the different techniques used namely in the conjugation of the influence areas delimitation methods with the aggregation procedure, for the present case of chain grocery outlets, linear regressions were used using as explanatory all continuous variables resulting from the spatial analysis, calculated by the conjugation of the particular influence area delimitation method and aggregation procedure. Although the results presented in Mendes et al. (2004) refer to a small number of stores and cannot be widespread, they indicate a clear preference of the aggregation method for the decision rule over the weighted average. On the contrary, in relation to the delimitation model the preference is not clear, in this way the decision was to maintain the three models and to include in the study variables calculated by which one.

2. Dominance Analysis and the Importance of Spatial Analysis Data
In steep one of the methodology suggested (Figure 1) the discriminant power of the different variables were compared using the Kruskal-Wallis p-value and a nominal factor variable considering the six supermarket segments defined in Mendes and Cardoso (2005). For variables without the order feature Chi-square tests were used. F tests of variance analysis were not used for metric variables for two reasons. First, only a small sample of a couple of dozen outlets was available and so the Normality distribution and the constant variance assumptions are difficult to ascertain and, secondly the preference was endorsed to a common measure. Realizing the fact that ordinal variables can not be tested for discriminant power by a F test and the Kruskal-Wallis, being a non-parametric test, is considered very trustworthy the later was used whenever was possible.
All variable types and data collection methods emerge in the first third of the ranking list supporting the need of using all the different collection techniques and a plethora of
different variable types in outlet assessment and segmentation. In spite of this, the variables resulting from data analysis and classified as “influence area characterization - sales potential” are, in this case, clearly the largest group with nine variables very well classified in the ranking of discriminant power.

After the definition of groups of analogue existent stores and their careful characterization, the objective were to identify variables and propositional rules capable to discriminate among the different groups of stores. The leave-one-out was used as a tree validation methodology method as a particular case of jackknife validation or the U-method (Crask and Perreault, 1977), and consists of classifying each one of the outlets according to a tree built with the remaining ones. The error estimate corresponds to the number of erroneous classifications over the total number of outlets or trees built. This method estimates an error classification with some realism, when the number of observations is reduced (Lattin et al., 2003, Gentle, 2002). The “best” models as evaluated by the experts using domain knowledge, present leave-one-out error estimates among 22% for the tree built from CART algorithm, 26% for the CHAID and 35% for QUEST. However, all the models are significant at 1% according to the test Q of Press, which evaluates the quality of the model using as null hypothesis an aleatory classification.

These values of error estimate for the whole logical model are used in the precision index along with two measures of propositional rule quality (Cardoso and Moutinho, 2003, Quinlan, 1993). As the leaf is attributed to the modal group and the number of outlets per group is very low, is desirable that only one leaf is attributed to any group, being the “percentage of outlets of the group in the leaf” a measure of the dispersion of the group for several leafs of the classification tree. On the other hand, the “hits percentage in the leaf” measures the degree of purity or the homogeneity of a leaf. Both are intended to maximization. Based in that assumptions, the expression (1) was introduced where the precision index for outlet $j$ is represented by $IP_j$, $\text{leaveOneOut}$ represents the estimate of the classification error by the leave-one-out method for the model $(a)$, and the $\%\text{hits}$ the “hits percentage in the leaf” regarding the propositional rule and $\%\text{grupo}$ the “percentage of stores of the group in the leaf” for the same rule $(a_r)$.

$$IP_j = \left(1 - \text{leaveOneOut}_a\right)^\beta \times \left(\%\text{hits}^\alpha \times \%\text{grupo}^{\beta - \alpha}\right), 0 \leq \alpha \leq 1, \beta \geq 1 \tag{1}$$

Several variables are common between a ranking list by Kruskal-Wallis p-value and the precision index for classification rules, but many are different especially in the lower level of the trees. Both methods are based in discriminante methodologies, but in logical tree discrimination the use of variables in rules doesn't necessarily imply that these variables are good discriminantes of the totality of the observations, once in most of the partition nodes only a part of the observations is considered. Thus, in a node other than the first only the remaining observations, not yet classified in a leaf node are considered. Even the first node, where all observations are considered, is different from a traditional discrimination approach. The reason is that a variable is chosen to discriminate between one group and the remaining ones not the totality of the groups simultaneously.

In steep three of the methodology used, regression analysis was used to forecast annual sales including information about the analogue group resulting from the classification. To determine the relative importance of the different types of variables used as predictors in the forecasting procedure, dominance analysis (Budescu, 1993) is considered adequate. The standardized regression coefficient is one of the more common measures, and can be interpreted as the expected change in the target associated with a change of one standard deviation in the predictor provided that all other predictors are held constant. In the special case of uncorrelated predictors a standardized coefficient is equivalent to the correlation between this predictor and the target, and in that way would provide an adequate measure of relative importance. Although a predictor whose coefficient is relatively large will
presumably have a relative larger effect on the target, if the predictors are correlated, it may not be meaningful to think of the change in one predictor while all the others are keep constant because a change in one predictor will most likely result in a change in all predictors correlated with it. While conducted within a stepwise regression framework, dominance analysis is an alternative analytic strategy that assesses the relative importance of more than one set of variables to prediction using all combinations of predictor models (Azen and Budescu, 2003). The application of dominance analysis to the regressions used in the forecast steep of the suggested methodology result, once more, in the relevance of spatial analysis variables being only dominated by the “trade area”. In conclusion spatial analysis resulting variables are of special importance in site assessment studies and the delimitation method used for their calculation is relevant in this usefulness. Our suggestion consists in using several influence area delimitation methods simultaneously in a data analysis methodology framework.
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